1. Objectives

The main objective of this course is to achieve a deeper understanding of the research problems associated with machine learning (data mining) theory, methodologies and some novel applications. The course will cover basics of regression (classification as regression), classification, clustering and methodologies involved in estimation of regression, classification and clustering functions. The course will draw upon knowledge of probability theory, statistics, linear algebra, and optimization theory.

We will cover material from multiple textbooks and papers. Some of the notation and content is from Cristianini & Shawe-Taylor (2000) and some from Vapnik (1998), as well as Hastie et al. (2009) and Shalizi (2013) (see http://www.stat.cmu.edu/~cshalizi/ADAfaEPoV/). We will also discuss a small portion of Goodfellow et al. (2016).

2. Course Procedures

The course is a mixture of lectures (by me) and presentations (by you).

This is a PhD level course which requires substantial work outside the classroom. From time to time, I will assign questions to be solved (some might require analyzing data) and handed in next time we meet (no exceptions). I plan to have at least one quiz. The exam is cumulative.

Each student will be asked to present a summary of findings and open research questions on one of the topics suggested in Section 7.

To complete the course, the student has to take the final exam and quizzes, complete assignments, and write a satisfactory summary report on his/her selected topic.

3. Class Meetings

We will meet on Fridays, starting at 1pm. for 3-4 hours in room STZ 103. No class on Sept 22nd. Instead we will meet September 11th at 1 pm in STZ 200. We will also reschedule the homecoming lecture of October 6th (date, time and location TBD).
4. Grading

Your final grade will depend on your performance on

- Final Exam - 30%
- Proposal and presentation - 30%
- Assignments - 25%
- Quizzes - 15%

5. Course Schedule

1. Week 1 - The regression function, bias variance trade-off. - (Shalizi, 2013, Ch. 1), (Hastie et al., 2009, Ch. 2).

2. Week 2 - Nearest neighbor regression, kernel regression, linear regression smoothers. - (Shalizi, 2013, Ch 1,2), (Hastie et al., 2009, Ch. 2,3).

3. Week 2 - Regression with subset selection (ridge regression, the LASSO). (Hastie et al., 2009, Ch. 3).

4. Week 3 - Classification. - (Hastie et al., 2009, Ch. 4), (Shalizi, 2013, Ch 12).

5. Week 3 - Support Vector Machines, Optimization Theory - (Cristianini & Shawe-Taylor, 2000, Ch. 5), (Bazaraa et al., 1993)

6. Week 4 - Regularization, splines - (Hastie et al., 2009, Ch. 5), (Shalizi, 2013, Ch 8).

7. Week 4 - Kernels - (Hastie et al., 2009, Ch. 5), (Shalizi, 2013, Ch 4)

8. Week 4 - Kernel Machines - (Cristianini & Shawe-Taylor, 2000, Ch. 3), (Mangasarian, 2000), (Shawe-Taylor & Cristianini, 2004, Ch. 3,9)

9. Week 5 - Deep learning - (Goodfellow et al., 2016)

10. Week 6 - Model Assessment - (Hastie et al., 2009, Ch. 7), (Shalizi, 2013, Ch 3)

11. Week 6 - Introduction to Bayesian approaches - TBD

12. Week 6 - Clustering - TBD

13. Week 7 - Intro to Statistical Learning Theory - (Vapnik, 1998, Ch. 1, 4),(Cristianini & Shawe-Taylor, 2000, Ch. 4), (Shawe-Taylor et al., 1998), (Scholkopf et al., 1999, Ch 4)

14. Week 8 - Presentations (Research Topic)

15. Exam
6. List of Papers to read and present

Please pick one of the papers to present. This is in addition to your group report and presentation discussed in Section (7). The common thread across these articles is that most use or propose a methodology (for prediction) relevant to what we are discussing here and most have business related applications.

2. Ban et al. (2016)
3. Harrison et al. (2012)
6. Cui et al. (2006)
7. Das et al. (1999)
8. Lee et al. (2016)
9. Chen et al. (2017)
10. Ching et al. (2013)
11. Zhao et al. (2013)
12. Dzyabura & Hauser (2011)
13. Meyer et al. (2014)
14. Yang et al. (2013)

7. List of Research Topics

I have listed below several potential research topics. I will ask you to choose a topic in teams of two, read the literature, and write a proposal outlining what has been done in the field, what you think are open research questions.

- Support Vector Regression
- Classification on time series and/or sequential data, Hidden Markov Models
- Utility based learning
- Strategic (Adversarial) Learning
- Social Network Analysis
• Regularization theory
• Generalized Linear Models
• Hierarchical Linear Models
• Feature Selection
• PCA, Generalized PCA
• Deep Learning
• MCMC
• Bayesian Learning
• BIG DATA
• Text Mining, Topic Modeling (LDA)
• ...
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